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Anomalous Pulsation
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Subordinating regular diffusion – namely, Brownian motion – to random time
flows generated by Lévy noises may result in anomalous diffusion. Motivated
by this phenomena, and by the recent interest in the phenomena of blinking
in various physical systems, we explore the subordination of regular stochas-
tic pulsation – namely, Poisson process – to random time flows generated by
Lévy noises. We show that such subordination may yield, analogous to the case
of diffusion, anomalous pulsation. Anomalous pulsation displays the following
anomalous behaviors, which are impossible in the case of regular pulsation: (i)
simultaneous emission of multiple pulses; (ii) non-linear local pulsation rates;
(iii) clustering of pulsation epochs.

KEY WORDS: Blinking phenomena; anomalous pulsation; time-to-pulsation;
inter-pulsation period; pulsation multiplicity; Lévy noises and processes; Orn-
stein–Uhlenbeck rates; moving-average rates.

1. INTRODUCTION

Random pulsation sources are ubiquitous in the ‘real world’ sur-
rounding us. In particular, in recent years there is a growing interest in
the phenomena of blinking in a broad range of physical systems such as:
individual semiconductor nanocrystals (quantum dots);(1) fluctuating single
enzymes;(2,3) and, single pores translocating biomolecules.(4) All these sys-
tems exhibit, for different physical reasons, time series which correspond
to fluorescent and non-fluorescent periods – often referred to as “on” and
“off” periods – or to periods of finite and zero current. These “on” and
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“off” periods have been found, in some cases, to display Lévy-type statis-
tics. The aim in the study of the blinking phenomena is to obtain informa-
tion, mainly dynamical, on the underlying physical systems, and on how
they are driven.

Motivated by these recent observations, we consider a stochastic pul-
sation model – driven by an arbitrary Lévy noise source – that captures
some of the characteristics of the time series generated by ‘blinking sys-
tems’. Our goal in this work is to establish a mathematical framework that
will serve scientists to model particular physical blinking systems, and to
analyze the time series generated by them. For reasons to be described
below we call this framework Anomalous Pulsation.

Rigorously speaking, a pulsation process is a point process on the
non-negative half-line.(5) That is, a random countable collection of points
– the ‘pulsation epochs’ – scattered stochastically along the time axis
[0,∞).

The simplest and most basic mathematical model of a random pulsa-
tion source is the Poisson process, in which the inter-pulsation periods are
independent and exponentially distributed. The exponential distribution,
governing the length of the inter-pulsation periods, has various unique fea-
tures: (i) it attains maximum entropy (amongst all distributions on the
positive half-line with a given mean); (ii) it renders the pulsation epochs
unpredictable: at any given time point t , the next pulsation epoch can not
be predicted based on the history of pulsations up to time t ; and, most
important; (iii) it renders the pulsation process Markovian and Lévy.

Lévy motions are continuous-time random processes with stationary
and independent increments (which are continuous in probability). Lévy
motions constitute the most fundamental family of continuous-time ran-
dom motions. Since their introduction in the 1930s,(6–8) Lévy motions
were studied and researched extensively by both theoreticians and applied
scientists. The literature on Lévy motions is vast, and their range of
applications encompasses numerous fields of science and engineering. See
refs. 9–12 for the theory of Lévy processes, and refs. 13–19 and references
therein for their applications. The best known examples of the Lévy family
are the Poisson process (random pulsations), and Brownian motion (ran-
dom continuous motion).

For long years Brownian motion served as the dominant ‘process-of-
choice’ for the modeling of diffusive motion of particles.(20,21) However, in
recent years more and more attention was given to the study of anomalous
motion – both sub-diffusive and super-diffusive – conducted in various
physical systems, which Brownian motion fails to adequately model.(17,22)

Nevertheless, anomalous diffusions are obtained by the subordination of
regular diffusion – i.e., Brownian motion – to random time flows.(23)
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Temporal subordination arises naturally in systems whose subjective ‘oper-
ational time’ is different from the objective ‘physical time’. That is, systems
which tick according to an internal – often stochastic and irregular – ‘sub-
jective clock’, rather than pace according to the universal ‘objective clock’
(whose time flow is deterministic and linear). Furthermore, temporal sub-
ordination is a most effective mean of introducing anomalies into diffusive
processes without distorting or changing their underlying transport mech-
anisms. In particular, subordination elegantly produces both sub-diffusive
and super-diffusive motions from regular diffusive motions such as Ran-
dom Walks and Brownian motion. (see, for example, refs. 24–27).

Motivated by the example of anomalous diffusions generated by the
subordination of Brownian motion to random time flows, we consider an
analogous framework for random pulsations. Namely, we study the subor-
dination of regular stochastic pulsation – i.e., Poisson process – to random
time flows, and explore the resulting pulsation process.

Consider, for starters, a unit-rate Poisson process N = (N(t))t�0. That
is, N is a Poisson process whose inter-pulsation periods are exponentially
distributed with unit mean. Applying the simple linear temporal trans-
formation t → λt (λ being a positive constant) transforms the unit-rate
Poisson process N to a λ-rate Poisson process Y = (Y (t))t�0 given by

Y (t) :=N (λt)=N

(∫ t

0
λdu

)
. (1)

Observing the right-hand-side of Eq. (1) implies that the rate λ is, in fact,
the ‘speed of time’.

Now, rather than taking the ‘speed of time’ to be constant, consider
the case where it is a non-negative valued and stationary random process
�= (�(t))t�0, which is independent of the Poisson process N . This yields
a pulsation process Y = (Y (t))t�0 given by

Y (t)=N

(∫ t

0
�(u)du

)
. (2)

Such processes were first introduce by Cox,(28) calling them ‘doubly sto-
chastic Poisson processes’ (see also refs. 29 and 30). We shall henceforth
refer to � as the rate process of the pulsation process Y . Since we wish
to fucus on blinking systems displaying Lévy-type statistics, the rate pro-
cess � is taken to be driven by an underlying one-sided Lévy motion X=
(X(t))t�0.
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Our aim is to study the emission statistics of the resulting pulsation
process Y , and compare its behavior to that of the ‘standard’ Poisson pro-
cess N . As we shall demonstrate, the following anomalous behaviors may
be exhibited:

• Linear vs Non-Linear Rates. For the Poisson process N the local
rate of pulsation is linear. That is, the probability that an emission would
occur during an arbitrary time interval (t, t + δ) is - as δ → 0 - linear in
the interval length δ. For the pulsation process Y the analogous probabil-
ity may be non-linear in the interval length δ. Namely; as δ →0, the prob-
ability of pulsing during the time interval (t, t + δ) may be linear in δα,
where the exponent α is in the range 0<α <1.

• Spacing vs Clustering. The jumps of the Poisson process N are
temporally spaced – the length of the spacing being exponentially distrib-
uted (with unit mean). That is, for the Poisson process N the notion of
‘inter-pulsation periods’ is well defined. For the pulsation process Y this
notion may, however, be ill-defined. Specifically; given that Y pulsed at
time t , the time till the next pulsation epoch may equal zero – render-
ing the notion of ‘inter-pulsation periods’ undetermined. Using a deter-
ministic analogy; the ‘pulsation epochs’ of the Poisson process N topolog-
ically resemble an arithmetic sequence, whereas the ‘pulsation epochs’ of
the pulsation process Y topologically resemble a Cantor-like set.

• Single vs Multiple Pulsations. The jumps of the Poisson process N

are always of unit size – implying that the process emits single pulses. The
pulsation process Y may, however, have jumps of random integer-valued
size. That is, the pulsation process Y may emit multiple simultaneous pulses
– the ‘pulsation multiplicity’ being a random integer (governed by some
probability law). Pictorially; the ‘jump heights’ of the Poisson process N

are constant and of unit size, whereas the ‘jump heights’ of the pulsation
process Y vary randomly.

Realizations of an anomalous pulsation process are simulated in
Figures 1, 2, and 3 below. In these simulations the rate process was taken
to be a stationary Ornstein–Uhlenbeck process driven by a selfsimilar
(‘fractal’) one-sided Lévy motion (see Section 5 for the details). The result-
ing realizations well exemplify the anomalous phenomena of clustering and
multiple pulsations.

The manuscript is organized as follows. We begin, in Section 2, with
the case where the rate process � is a Lévy noise – the derivative of the
underlying one-sided Lévy motion X. In this case the Poisson process N

turns out to be subordinated to the process X, and the resulting pulsation
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Fig. 1.
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Fig. 2.
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Fig. 3.
Figs. 1, 2, 3. In the figures depicted above we simulate realizations of an anomalous
pulsation process with a stationary Ornstein–Uhlenbeck rate. Each figure contains 12 differ-
ent simulations of the anomalous pulsation process along a unit-long time interval (the x

axis). Pulsations are represented by vertical bars – the height of the bars representing the
pulsation multiplicity (y axis).

In the simulations the Ornstein–Uhlenbeck parameter κ equals 1, and the driving Lévy
motion is governed by the Lévy characteristic φ(ω) = 10 · ω2/5 (namely; the driving Lévy
motion is ‘fractal’ with selfsimilarity index α = 2/5). The underlying ‘fractal’ Lévy noise was
generated using the Chambers-Mallows-Stuck simulation algorithm.(39)

The theory developed predicts this anomalous pulsation process to display both cluster-
ing and multiple pulsations – which are indeed vividly exhibited by the simulations. Note how
a huge ‘surge’ in the driving Lévy motion cascades into an ‘avalanche’ of clustered multiple
pulsations, and how the Ornstein–Uhlenbeck decay causes the ‘avalanche’ to dissipate expo-
nentially (this is best exemplified by the simulations in the bottom line of Figure 3).

process Y is given by Y (t) = N(X(t)). We show that this subordination
always produces multiple pulsations, and study in detail Y ’s ‘pulsation
multiplicity’. In Section 3 we review the first and second order statis-
tics – mean, variance, auto-correlation, and power spectrum – of gen-
eral pulsation processes Y defined by Eq. (2). In Section 4 we turn to
study the emission structure and emission statistics of these general pro-
cesses: (i) the cumulative pulsations during a given time interval; (ii) the
time-to-pulsation elapsing from a given time epoch till the first pulsation
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epoch occurring after it; (iii) the inter-pulsation period between consecutive
pulsation epochs; (iv) the pulsation multiplicity of the emissions. In partic-
ular, we show that there is a fundamental qualitative difference between
the case of rate processes � having finite mean, and the case of rate pro-
cesses � having infinite mean. Equipped with the general results of Sec-
tion 4 we turn to explore pulsation processes with Moving-Average rates,
i.e., rate processes � which are moving averages of the underlying Lévy
motion X. In Section 5 we study the case of exponentially-decaying mov-
ing averages – yielding Ornstein–Uhlenbeck rate processes. In section 6 we
study general Moving-Average rates.

A note about notations Throughout the manuscript: P (·) = Probability,
and E [·] = Expectation. Also, PGF is a shortcut for Probability Generating
Function, and IID is a shortcut for Independent and Identically-Distributed.

2. LÉVY-NOISE RATES

In this section we explore the case where the stochastic rate process
�= (�(t))t�0 is a Lévy noise. That is, �(t)= Ẋ(t) where X = (X(t))t�0 is
a one-sided Lévy motion.(11) We denote by φ(ω) (ω�0) the Lévy charac-
teristic of the motion X, i.e.,

E [exp{−ωX(t)}]= exp{−φ(ω)t}.

Since �(t)= Ẋ(t) we have
∫ t

0 �(s)ds =X(t), and hence the representation
(2) of the pulsation process Y = (Y (t))t�0 becomes

Y (t)=N(X(t)). (3)

That is, Y is given by the subordination of the Poisson process N to the
one-sided Lévy motion X.

2.1. Cumulative Pulsation and Time-to-Pulsation

Since both N and X are independent Lévy motions, the subordi-
nation (3) implies that the resulting pulsation process Y is, too, a Lévy
motion (see, for example, ref. 11). Furthermore, the PGF of the increments
of Y is given by (|z|�1):

E[zY(s+t)−Y (s)]= exp{−φ(1− z)t}. (4)

The proof of Eq. (4) follows straightforwardly using conditioning (and the
fact that N is a unit-rate Poisson process, and that X is a one-sided Lévy
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motion with Lévy characteristic φ(·)):

E[zY(s+t)−Y (s)]=E
[
E[zN(X(s+t))−N(X(s))|X]

]
=E [exp{−(1− z)(X(s + t)−X(s))}]= exp{−φ(1− z)t}.

Consider now an observation of the pulsation process initiated at an
arbitrary time point s, and let τ(s) denote the length of the time period,
elapsing from time s, till the first pulse is observed:

τ(s)= inf{t�0|Y (s + t)−Y (s)>0}.

What is the distribution of τ(s)?
Well, τ(s) turns out to be independent of s, and is exponentially dis-

tributed with parameter φ(1). That is (t�0):

P (τ (s)> t)= exp{−φ(1)t}. (5)

Equation (5) is an immediate consequence of Eq. (4), as the following cal-
culation shows:

P (τ (s)> t)=P (Y (s + t)−Y (s)=0)

= E[zY(s+t)−Y (s)]
∣∣
z=0 = exp{−φ(1)t}.

Hence, we obtained that the ‘time-to-pulsation’ – no matter when
the observation was initiated – is exponentially distributed with parameter
φ(1). Using standard results from the theory of renewal processes,(31) this
fact implies that the inter-pulsation periods are also exponentially distrib-
uted with parameter φ(1), and are IID. We shall prove this result below,
using an alternative ‘Lévy-based’ approach.

2.2. Pulsation Multiplicity

In the previous section, we deduced that the inter-pulsation periods
are IID and exponentially distributed with parameter φ(1). Hence, the
pulsation epochs of the process Y follow a Poisson process with rate φ(1).
This, in turn, implies that the pulsations of the process Y must be multiple
– since otherwise we shall arrive at a contradiction. Indeed, if the pulsa-
tions of Y are single, then Y is a Poisson process with rate φ(1) and hence
the PGF of its increments is

E[zY(s+t)−Y (s)]= exp{−φ(1)(1− z)t}

– in sharp contradiction to Eq. (4).
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Hence, unlike the underlying Poisson process N (which emits single
pulses), the pulsation process Y must emit multiple simultaneous pulses. In
other words, when Y pulses – it pulses with a vengeance (!). Our task now
is to compute the multiplicity of the emissions of the process Y .

We define the pulsation multiplicity M as the limit, in law, as δ→0, of
Y (δ) conditioned on the event {Y (δ)>0}. The PGF of the pulsation multi-
plicity M is hence given by

E[zM ]= lim
δ→0

E[zY(δ)|Y (δ)>0]. (6)

Using Lemma 1 (see section A.1 of the appendix) and the PGF of
the cumulative pulsation (Eq. (4)), the right-hand-side of (6) is straightfor-
wardly computed yielding

E[zM ]=1− φ(1− z)

φ(1)
. (7)

Expanding both sides of (7) into power series in z and equating the coeffi-
cients, we obtain that the probability frequencies of the pulsation multi-
plicity M are given by

P (M =m)= (−1)m−1

m!
φ(m)(1)

φ(1)
(8)

(where m=1,2, . . . , and where φ(m) denotes the mth derivative of the Lévy
characteristic φ).

Furthermore, Eq. (7) implies that the ‘output’ pulsation process Y will
have single pulsations if and only if the subordinating ‘input’ process X is
a degenerate (i.e., deterministic) Lévy motion. Indeed:

Y emits single pulses
⇔

the right-hand-side of (7) equals z

⇔
φ(ω)≡φ(1)ω

⇔
X(t)≡φ(1)t.

Combining the result regarding the inter-pulsation periods (obtained
in the previous subsection) together with the result regarding the pulsation
multiplicity (obtained above), we can conclude that: the pulsation process
Y is a compound Poisson process with rate φ(1), and integer-valued jumps
whose sizes are governed by the probability frequencies (8).
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2.3. From Subordination to Compounding

We now show directly, using a ‘Lévy-based’ approach, that the sub-
ordination of the Poisson process N to the one-sided Lévy motion X is
equivalent to compounding it.

Consider the compound Poisson process Z = (Z(t))t�0 (generated
from the Poisson process N ) defined by

Z(t)=
N(λt)∑
n=1

Jn, (9)

where λ is a positive constant and where {Jn}∞n=1 is an IID sequence of
integer-valued random variables (independent of the Poisson process N ).
In other words, Z is a compound Poisson process with rate λ and integer-
valued jumps of size J . We denote by G(z)=E[zJ ], |z|�1, the PGF of the
jump-size J . The compound Poisson process Z is an integer-valued Lévy
motion, and the PGF of its increments is given by

E[zZ(s+t)−Z(s)]= exp{−λ(1−G(z))t} (10)

(the proof of Eq. (10) is analogous to the proof of Eq. (4)).
Now, since both the subordinated process Y and the compound pro-

cess Z are integer-valued Lévy motions, they are equal, in law, if and only
if their characteristic PGFs (given, respectively, in Eq. (4) and (10)) are
equal. That is, if and only if

φ(1− z)=λ(1−G(z)). (11)

Hence, in order that the compound Poisson process Z be equal, in
law, to the subordinated process Y we need that: (i) λ=φ(1) (taking z=0
in Eq. (11) and noting that G(0)=P (J =0)=0); and, (ii)

G(z)=1− φ(1− z)

φ(1)
(12)

(substituting λ=φ(1) back into Eq. (11)).
We have thus obtained, simultaneously, the following pair of facts

(deduced separately in the two previous subsections): (i) the inter-pulsa-
tion periods of the process Y are exponentially-distributed with parame-
ter φ(1); and, (ii) the pulsations of Y are multiple, and their multiplicity
is governed by the PGF given in equation (12).



Anomalous Pulsation 597

2.4. The Lévy–Khinchin Representation

The reason for the multiple pulsations of Y stems from the discon-
tinuous structure of the subordinating Lévy rate process X. One-sided
Lévy motions are pure-jump processes, and their evolution (growth) is
purely discontinuous.(27) These jumps/discontinuities in the trajectory of
the ‘input’ process X are the cause for the multiple pulsations of the
‘output’ process Y . We shall now quantitatively formalize this qualitative
assertion.

The exact jump structure of Lévy motions is specified by the cele-
brated Lévy–Khinchin formula (see, for example, ref. 11), asserting that: if
X= (X(t))t�0 is a one-sided Lévy motion then its Lévy characteristic φ(ω)

(ω�0) admits the integral representation

φ(ω)=
∫ ∞

0
(1− exp{−ωx})µ(dx), (13)

where µ(·) is a measure (on the non-negative half-line) satisfying the inte-
grability condition

∫ ∞
0 min{x,1}µ(dx)<∞. The measure µ(·) is called the

Lévy measure of the Lévy motion X. Informally, the Lévy–Khinchin for-
mula (13) asserts that X is a continuum Poisson superposition, where jumps
of size x occur at rate µ(dx).

Differentiating both sides of Eq. (13) m times gives

φ(m)(1)= (−1)m−1
∫ ∞

0
exp{−x}xmµ(dx).

Substituting this into Eq. (8) yields the following Lévy–Khinchin represen-
tation of the probability frequencies of the pulsation multiplicity:

P (M =m)= 1
φ(1)

· 1
m!

∫ ∞

0
exp{−x}xmµ(dx) (14)

(m=1,2, . . . ).
Equation (14) establishes an explicit correspondence between the

jump structure of the ‘input’ Lévy rate process X (via its Lévy measure
µ(·)), and the jumps of the ‘output’ pulsation process Y (via its pulsation
multiplicity M). The second term on the right-hand-side of (14) is rather
interesting – it is the ratio of a ‘Lévy Gamma function’ to the ‘standard
Gamma function’ (both evaluated at the point m+1):

∫ ∞
0 exp{−x}xmµ(dx)∫ ∞

0 exp{−x}xmdx
.
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2.5. Examples

We present a few examples of ‘input’ Lévy rate processes (X) and
their resulting pulsation multiplicities (M). The examples are computed
using Eq. (14). For further details regarding the one-sided Lévy processes
used as ‘input’ we refer the readers to ref. 11. In the examples below η and
ν are positive parameters and q :=1/(1+η).

1. If X is a compound Poisson process with exponentially distrib-
uted jumps then its Lévy measure is of the form µ(dx)=exp{−ηx}dx and
hence

P(M =m)=ηqm.

In other words, M is a Geometric random variable with parameter 1−q.

2. If X is compound Poisson with Gamma-distributed jumps then
its Lévy measure is of the form µ(dx)= exp{−ηx}xν−1 dx and hence

P(M =m)= c
�(m+ν)

m!
qm ∼

m→∞ cqmmν−1,

where 1/c=�(ν) ((1+1/η)ν −1).

3. If X is a Gamma process – i.e., a Lévy motion with Gamma-
distributed increments – then its Lévy measure is of the form µ(dx) =
exp{−ηx}x−1 dx and hence

P(M =m)= c
qm

m
,

where 1/c = ln{1 + 1/η}. Furthermore, the Lévy characteristic of X is
φ(ω) = ln{1 + ω/η} and hence (using Eq. (4)) the PGF of the cumulative
pulsation is

E[zY(t)]=
(

1−q

1−qz

)t

.

This, in turn, implies that for t = 1,2, . . . the random variable Y (t)+ t is
Negative Binomial with parameters (t,1−q).
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4. If the Lévy measure of X is of the form µ(dx)=exp{−ηx}x−1−ν dx

(0<ν <1) then

P(M =m)= c
�(m−ν)

m!
qm ∼

m→∞ c
qm

m1+ν
,

where 1/c= (�(1−ν)/ν) (1− (ηq)ν).

5. The last, and most important example – as we shall yet see in the
sequel – is that of selfsimilar Lévy rate processes.(32) If X is selfsimilar of
order ν (0<ν <1) then its Lévy measure is of the form µ(dx)=x−1−ν dx

and hence: the PGF of the pulsation multiplicity is

E[zM ]=1− (1− z)ν; (15)

the probability frequencies are

P (M =m)= ν

�(1−ν)

�(m−ν)

m!
∼

m→∞
ν

�(1−ν)

1
m1+ν

; (16)

and, the asymptotic behavior of the probability tails is given by

P (M >m) ∼
m→∞

1
�(1−ν)

1
mν

. (17)

Furthermore, the Lévy characteristic of X is φ(ω) = (�(1−ν)/ν)ων and
hence (using Eq. (4)) the PGF of the cumulative pulsation is

E[zY(t)]= exp
{− (t�(1−ν)/ν) (1− z)ν

}
.

This last equation – using Karamata’s Tauberian theorem for random
variables (see, for example, ref. 33) – implies that the asymptotic behavior
of the probability tails of the cumulative pulsations is given by

P (Y (t)>y) ∼
y→∞

t

ν

1
yν

.

Note that in all the examples above the functional form of the prob-
ability frequencies turned out to be asymptotically identical to the func-
tional form of the density of the Lévy measure. Namely, the probability
frequency P (M =m) (as a function of the variable m) ‘inherited’, asymp-
totically, the functional form of the density µ(dx)/dx (as a function of the
variable x).
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3. STATIONARY RATE PROCESSES: INTER-DEPENDENCE OF THE

PULSATION PROCESS

When the rate process � is a Lévy-noise, the increments of the pul-
sation process Y – as we have shown in the previous section – are both
stationary and independent. As indicated in the introduction, are aim
however is to explore the case of pulsation processes excited by general
stationary rate processes which are driven by Lévy noises. The stationarity
of the underlying rate process � implies the stationarity of the increments
of pulsation process Y . However, the increments of Y need not be – and
in general are not – independent.

In this section, we study the inter-dependence of the pulsation process
Y , excited by an arbitrary stationary rate process �. We begin with the com-
putation of the mean, variance, and covariance of Y , and then continue on
to analyze the auto-correlation function and power spectrum of Y .

3.1. Mean, Variance, and Covariance

Let λ and C(·) denote, respectively, the mean and auto-covariance
function of the underlying stationary rate process � (0�s, t <∞):

λ=E [�(t)] (18)

C(t − s)=Cov(�(t),�(s)) . (19)

Given a time interval I we use the shorthand Y (I) to denote the
cumulative pulsations during I , and denote by |I | the length of I (namely;
if I = (a, b) then Y (I)=Y (b)−Y (a) and |I |=b−a).

Let I and J be arbitrary time intervals. The mean and variance of
Y (I), and the covariance of Y (I) and Y (J ), are given by:

E [Y (I)]=λ|I |, (20)

Var(Y (I ))=λ|I |+
∫

I

∫
I

C(t − s)dt ds, (21)

and,

Cov(Y (I ), Y (J ))=λ|I ∩J |+
∫

I

∫
J

C(t − s)dt ds. (22)
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Results (20)–(22), in various formulations, are well known (see, for example,
refs. 29 and 30). A proof of Eqs. (20)–(22) is given in the appendix (see
section A.2).

3.2. Auto-Correlation

Given a positive constant �, we define the auto-correlation function
ρ�(T ), T ��, as follows:

ρ�(T ) :=Cov(Y ((T , T +�)),Y ((0,�))) . (23)

That is, ρ�(T ) measures the covariance of the cumulative pulsations dur-
ing the time intervals (0,�) and (T , T + �). Put alternatively, ρ�(T ) :=
Cov(Y (I ), Y (J )) where I and J are intervals of length �, and where the
centers of I and J are distant T units of time apart.

Since T �� the intervals I and J are disjoint and hence Eq. (22)
implies that

ρ�(T )=
∫ T +�

T

∫ �

0
C(t − s)dt ds. (24)

An immediate consequence of (24) is that if the auto-covariance C(·) is
(asymptotically) monotone decreasing then C(T +�)�C(t − s)�C(T −�),
and hence the auto-correlation ρ�(·) retains the (asymptotic) shape of
C(·):

�2C(T +�)�ρ�(T )��2C(T −�). (25)

A stochastic process is said to have short-range/long-range correlation
if the tail integrals of its auto-correlation functions converge/diverge. It is
self-evident from Eq. (25) that the integral

∫ ∞
t0

C(t)dt converges/diverges if
and only if the integral

∫ ∞
t0

ρ�(t)dt converges/diverges. Hence, we can con-
clude that:

The pulsation process Y has short/long-range correlation
if and only if

the underlying rate process � has short/long-range correlation.

If, in addition to the (asymptotic) monotonicity, we also have

lim
T →∞

C(T +δ)
C(T )

=1 (26)
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(for all real δ) then:

ρ�(T ) ∼
T →∞

�2C(T ). (27)

That is, the auto-correlation function ρ�(·) is asymptotically identical
(up to the multiplicative factor �2) to the auto-covariance function C(·).
Examples of asymptotically monotone decreasing auto-covariance func-
tions C(·) satisfying condition (26) include:

1. sub-exponential decay: C(T )∼c exp{−bT β} (c, b>0 and 0<β <1),

2. power-law decay: C(T )∼bT −β (b,β >0),

3. logarithmic decay: C(T )∼b(ln{T })−β (b,β >0).

Last, we note that taking the interval length � to zero and normal-
izing appropriately, Eq. (24) yields:

lim
�→0

ρ�(T )

�2
=C(T ). (28)

This result, which is analogous to Eq. (27) above, holds for all T >0 and
for all auto-covariance functions C(·).

3.3. Power Spectrum

An explicit correspondence between the auto-covariance function C(·)
of the underlying rate process �, and the auto-correlation function ρ�(·)
of the pulsation process Y , is attainable via their power spectra. Let S(ω)

and S�(ω) (ω real) denote, respectively, the spectral densities of the auto-
covariance and auto-correlation functions C(·) and ρ�(·). Namely:

C(T )= ∫ ∞
−∞ exp{iωT }S(ω)dω,

ρ�(T )= ∫ ∞
−∞ exp{iωT }S�(ω)dω.

(29)

Then, the connection between the spectral densities S(·) and S�(·) is given
by the following, simple, multiplicative relationship:

S�(ω)=2
1− cos(�ω)

ω2
·S(ω). (30)

The proof of Eq. (30) is given in the appendix (see Section A.2).
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In particular, Eq. (30) implies that:

S�(ω) ∼
ω→0

�2S(ω). (31)

Equation (31) asserts that for small frequencies (ω → 0) the power spec-
trum S�(·) is identical (up to the multiplicative factor �2) to the power
spectrum S(·). In other words, Eq. (31) is the ‘spectral counterpart’ – in
Fourier space – of Eq. (27). Furthermore Eq. (31) implies that the pulsa-
tion process Y is a ‘1/f noise’ with a given exponent, if and only if the
underlying rate process � is a ‘1/f noise’ with the same exponent (for the
notion of ‘1/f noise’ we refer the readers to ref. 34 and references therein).

Last, we note that when taking the interval length � to zero (and
normalizing appropriately) we obtain the ‘spectral counterpart’ of Eq. (28):

lim
�→0

S�(ω)

�2
=S(ω). (32)

4. STATIONARY RATE PROCESSES: EMISSION STRUCTURE

In the previous section, we studied the inter-dependencies of pulsation
processes excited by general stationary rate processes. We did so by ana-
lyzing auto-correlations and power spectra – that is, by conducting a (first
and) second order statistical analysis. However, first and second order sta-
tistical analysis sheds no light on the emission structure of the pulsation
process Y . To that end we need to explore the behavior of the emission sta-
tistics introduced in Section 2: the cumulative pulsation; the time-to-pulsa-
tion; the inter-pulsation period; and, the pulsation multiplicity. Let us re-
define these emission statistics for the general case where the underlying
rate � is an arbitrary stochastic process:

• Cumulative Pulsation The cumulative number of pulsations during
the time interval (s, s + t): Y (s + t)−Y (s).

• Time-to-Pulsation The time elapsing from time s till the first pulsa-
tion epoch occurring after it: τ(s)= inf {t�0|Y (s + t)−Y (s)>0}. The prob-
ability distribution of τ(s) is given by:

P(τ (s)> t)=P(Y (s + t)−Y (s)=0)= E[zY(s+t)−Y (s)]
∣∣∣
z=0

. (33)

• Inter-Pulsation Period The time elapsing from time s till the first
pulsation epoch occurring after it, given that a pulsation event occurred
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at time s. The inter-pulsation period τip(s) is defined as the limit, in law,
as δ → 0, of τ(s + δ) conditioned on the event {Y (s + δ) − Y (s) > 0}. The
probability distribution of τip(s) is hence given by:

P
(
τip(s)> t

)= lim
δ→0

P (τ (s + δ)> t |Y (s + δ)−Y (s)>0) .

Using elementary calculations involving conditional probability we obtain
that

P
(
τip(s)> t

)= lim
δ→0

P (τ (s + δ)> t)−P (τ (s)> t + δ)

1−P (τ (s)>δ)
. (34)

• Pulsation Multiplicity The number of pulsations emitted simulta-
neously at time s, given that a pulsation event occurred at time s. The
pulsation multiplicity M(s) is defined as the limit, in law, as δ → 0, of
Y (s + δ)−Y (s) conditioned on the event {Y (s + δ)−Y (s)>0}. The PGF of
M(s) is hence given by:

E[zM(s)]= lim
δ→0

E[zY(s+δ)−Y (s)|Y (s + δ)−Y (s)>0].

Using Lemma 1 (see section A.1 of the appendix) and Eq. (33), we obtain
that

E[zM(s)]= lim
δ→0

E[zY(s+δ)−Y (s)]−P (τ (s)>δ)

1−P (τ (s)>δ)
. (35)

When the underlying rate process is stationary – which is the case we
aim to explore – then all four emission statistics defined above are shift
invariant. That is, they are independent of the variable s. Therefore, we
shall henceforth use the shorthand notation Y (t), τ , τip, and M to denote,
respectively, the four emission statistics defined above.

4.1. Emission Statistics

Consider the case where the underlying rate �= (�(t))t�0 is an arbi-
trary stationary process, and set (t, θ�0):

H(t; θ)=− ln E
[

exp
{
−θ

∫ t

0
�(u)du

}]
. (36)



Anomalous Pulsation 605

Put equivalently, the function H(t; θ) is implicitly defined by

E
[

exp
{
−θ

∫ t

0
�(u)du

}]
= exp {−H(t; θ)} .

Note that: (i) for all t > 0 the function H(t; ·) begins at the origin, and
is monotone increasing and concave; and, (ii) for all θ > 0 the function
H(·; θ) begins at the origin and is monotone increasing.

The function H(t; θ) defined above fully characterizes the emission
statistics of the pulsation process Y , as we are now about to show.

The cumulative pulsation during a time interval of length t is governed
by the PGF

E[zY(t)]= exp {−H(t;1− z)} . (37)

The proof of Eq. (37) is given in the appendix (see section A.3 of the
appendix). An immediate consequence of Eq. (37) are the following for-
mulae for the mean and variance of the cumulative pulsation (which are
obtained by straightforward differentiation of Eq. (37) with respect to the
variable z):

E [Y (t)]= ∂H
∂θ

(t;0) (38)

and

Var (Y (t))= ∂H
∂θ

(t;0)− ∂2H
∂θ2

(t;0). (39)

Note that Eqs. (38) and (39) are alternative representations of Eqs. (20)
and (21), derived in the previous section (using first and second-order
analysis).

Yet another immediate consequence of Eq. (37) (using Eq. (33)) is the
distribution of the time-to-pulsation (t�0):

P (τ > t)= exp {−H(t;1)} . (40)

Furthermore, Eqs. (37) and (40) enable us to compute the right-hand-
side limits in Eqs. (34) and (35) which yield, respectively: (i) the probabil-
ity distribution of the inter-pulsation period

P
(
τip >t

)= exp {−H(t;1)}
∂H
∂t

(t;1)

∂H
∂t

(0;1)
. (41)
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and, (ii) the PGF of the pulsation multiplicity

E[zM ]=1− lim
δ→0

H(δ;1− z)

H(δ;1)
=1−

∂H
∂t

(0;1− z)

∂H
∂t

(0;1)
. (42)

The proof of Eqs. (41) and (42) is given in the appendix (see section A.3).

4.2. The Inter-Pulsation Periods

Are the inter-pulsation periods governed by a proper probability law?
The answer to this question is determined by the mean, λ=E [�(t)], of the
underlying rate process �. We explain.

First, note that differentiating Eq. (36) gives (∂H/∂t)(0; θ)=λθ (θ�0),
and hence:

∂H
∂t

(0;1)=λ. (43)

The finiteness of (∂H/∂t)(0;1) determines, in turn, the properness of the
distribution of the inter-pulsation period:

• If the mean of the underlying rate process � is infinite (λ = ∞)
then the substitution of Eq. (43) into Eq. (41) implies that P

(
τip >t

)= 0
for all t >0 – rendering the inter-pulsation period degenerate:

τip ≡0. (44)

The meaning of Eq. (44) is that the notion of the “time period between
consecutive pulsation epochs” is indeterminate in the case of underlying
rates with infinite mean.

• On the other hand, if the mean of the underlying rate process � is
finite (λ<∞) then Eq. (41) implies that the distribution of the inter-pul-
sation period τip is proper, and that its mean is given by:

E[τip]=
∫ ∞

0
P

(
τip >t

)
dt = 1

λ
. (45)

Furthermore, substituting (∂H/∂t)(0;1) = λ and (∂H/∂t)(0;1 − z) = λ(1 −
z) into Eq. (42) yields E[zM ]= z which, in turn, implies that

M ≡1. (46)
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That is, in the finite-mean case the process Y emits single pulses, and the
distribution of the inter-pulsation periods is proper with mean 1/λ.

Let us now turn to study, in further detail, the finite-mean (λ < ∞)
and infinite-mean (λ=∞) cases.

4.3. The Finite-Mean Case

The hazard rate function hξ (t) (t�0) of a non-negative random vari-
able ξ is defined as the local rate of occurrence of ξ at time t , given that
it did not occur up to time t .(35) Namely:

hξ (t)= lim
δ→0

1
δ

P (t <ξ�t + δ|ξ > t)= F ′
ξ (t)

1−Fξ (t)
,

where Fξ (t)=P (ξ�t) stands for the cumulative distribution function of ξ .
The correspondence between distribution functions and hazard rate func-
tions is one-to-one. Indeed, the distribution of ξ is uniquely determined by
its hazard rate function via

P (ξ > t)= exp
{
−

∫ t

0
hξ (u)du

}
. (47)

The concept of hazard rate plays an important role in various fields
of applied probability, and is central in reliability theory. For a compre-
hensive treatment of hazard rate functions we refer the reader to ref. 36.

From Eq. (40) we immediately obtain that the hazard rate function of
the time-to-pulsation τ is given by:

h(t)= ∂H
∂t

(t;1). (48)

Note that Eq. (43) implies that h(0)=λ.
In the finite-mean case (λ < ∞) the inter-pulsation period is well

defined, and it’s distribution is given by Eq. (41). Substituting τ ’s hazard
rate function (48) into Eq. (41), and using the representation (47) (for the
random variable τ ), yields:

P
(
τip >t

)= exp
{
− ∫ t

0 h(u)du
}

h(t)
h(0)

= exp
{
− ∫ t

0

(
h(u)− h′(u)

h(u)

)
du

}
.

Hence, we have obtained an explicit correspondence between the hazard
rate function of the inter-pulsation period – denote it by hip(t) – and the
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hazard rate function of the time-to-pulsation τ :

hip(t)=h(t)− h′(t)
h(t)

. (49)

In terms of the function H(t; θ) the hazard rate of the inter-pulsation peri-
ods is given by

hip(t)= ∂H
∂t

(t;1)−
∂2H
∂t2 (t;1)

∂H
∂t

(t;1)
. (50)

It is interesting to compare a Poissonian pulsation process with
(deterministic) rate λ to the pulsation process Y excited by a random
stationary rate process � with mean λ. In both cases the inter-pulsa-
tion period are random with mean length 1/λ. In the Poissonian case the
inter-pulsation periods are exponentially-distributed – rendering the pro-
cess Markovian and Lévy. When we replace the deterministic rate λ with a
random stationary rate process � we induce a flow of information across
the time axis. This flow of information breaks both the Markov and Lévy
properties, and results in a change of the distribution of the inter-pulsa-
tion periods. The distribution of the new, non-Markovian, inter-pulsation
periods is governed by the hazard rate function hip(t) given above.

The information flow induced by the rate process � also reduces the
entropy of the inter-pulsation periods, as we shall now explain. Consider
the set of all probability distributions on the non-negative half-line, hav-
ing mean 1/λ. Amongst these distributions, the one with maximal entropy
is the exponential distribution with rate λ (see, for example, ref. 37). Fur-
thermore, the exponential distribution is the unique maxima – all other
distribution have strictly lesser entropy. Hence, the change of the inter-pul-
sation distribution caused by the underlying stationary rate process � also
reduces the entropy: from the maximal entropy of the exponential inter-
pulsation, to the lesser entropy of τip.

4.4. The Infinite-Mean Case

As we have seen in section 4.2, if the underlying stationary rate pro-
cess � has infinite mean (λ=∞) then the consecutive pulsation epochs of
the pulsation process Y fail to be temporally separated. In other words,
contrary to the finite-mean case – the temporal structure of the Poisson
process N is not preserved by the pulsation process Y .
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Is there more to be said about the infinite-mean case? The answer is
affirmative – provided that the ‘type of the infiniteness’ of the mean of �

is specified in finer detail, and provided that � satisfies a certain regularity
requirement. Namely, we assume that:

(i) The stationary distribution of � is heavy-tailed of order α (0 <

α <1):

P (�(t)>x) ∼
x→∞

1
�(1−α)

l(x)

xα
, (51)

where l(·) is a slowly varying function at infinity (see, for example, ref. 33).

(ii) For all θ > 0, the following functions (in t) are asymptotically
equivalent:

1−E
[

exp
{
−θ

∫ t

0
�(u)du

}]
∼

t→0
1−E [exp{−θ�(0)t}] . (52)

The meaning of assumption (52) is that the random variable
∫ t

0 �(u)du

is close, in law, to the random variable �(0)t , as t →0.
If these assumptions hold then the time-to-pulsation displays an

anomalous short-time behavior:

P (τ�t) ∼
t→0

tαl(1/t). (53)

The proof of Eq. (53) is given in the appendix (see section A.3). This
behavior stands in contrast to the linear short-time behavior taking place
in the finite-mean case:

P (τ�t) ∼
t→0

λt

(this equation is an immediate consequence of Eqs. (40) and ( 43)).
Furthermore, if Eqs. (51) and (52) hold then the pulsation multiplicity

of the pulsation process Y is governed by the PGF

E[zM ]=1− (1− z)α. (54)

The proof of Eq. (54) is given in the appendix (see section A.3).
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We have already encountered the PGF of Eq. (54) in subsection 2.5
where it appeared as the PGF of the pulsation multiplicity of a Pois-
son process subordinated by an α-selfsimilar Lévy motion (recall Equation
(15)). It is rather surprising to see that the law of the pulsation multiplicity
turns out to be universal – as it depends solely on the ‘order of the heavi-
ness’ 0<α <1 of the stationary distribution of the underlying rate process
�. The structure of �, the dynamics of �, the slowly varying function l(·)
– are all irrelevant factors when it comes to the determination of the pul-
sation multiplicity. The one factor alone which ‘calls the shots’ is the order
of the heaviness α.

5. ORNSTEIN–UHLENBECK RATES

In this section, we explore the case where the stochastic rate process
�= (�(t))t�0 is a Lévy-driven Ornstein–Uhlenbeck process.(27,38) Namely,
� is given by the stochastic dynamics

�(dt)=−κ�(t)dt +X(dt), (55)

where κ is a positive constant, and where X = (X(t))t�0 is a one-sided
Lévy motion with Lévy characteristic φ(ω) (ω�0). We emphasize that the
Ornstein–Uhlenbeck rate process � is Markovian.

The stochastic differential equation (55) admits the explicit solution

�(t)= exp{−κt}�(0)+
∫ t

0
exp{−κ(t − s)}X(ds), (56)

where the initial value �(0) and the Lévy driver X are independent. More-
over, if the Ornstein–Uhlenbeck process � is stationary then the Laplace
transform of �(t) is given by (see, for example, ref. 27) (t, θ�0):

E[exp {−θ�(t)}]= exp
{
− 1

κ

∫ θ

0

φ(u)

u
du

}
. (57)

Based on Eqs. (56) and (57) we obtain that the function H(t; θ)

(defined in Eq. (36)) for the stationary Ornstein–Uhlenbeck rate process �

governed by the dynamics (55), is given by (t, θ�0):

H(t; θ)=
∫ t

0

φ
(

θ
κ
(1− exp{−κu}))

1− exp{−κu} du. (58)
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The proof of Eq. (58) is given in the appendix (see section A.4).
‘Armed’ with Eq. (58), we are now ready to apply the general results

obtained in Section 4 to the class of pulsation processes excited by sta-
tionary Lévy-driven Ornstein–Uhlenbeck rates. However, this is merely a
special case amongst a far larger class of pulsation processes excited by
Lévy-driven Moving-Average rates. Hence, rather than studying the par-
ticular Ornstein–Uhlenbeck example, we turn now to explore its ‘mother
class’ of Moving-Average rates.

6. MOVING-AVERAGE RATES

If we allow the rate processes to be defined on the entire real line
(rather than on the non-negative half-line t�0), then the stationary Orn-
stein–Uhlenbeck rate process of the previous section admits the represen-
tation

�(t)=
∫ t

−∞
exp{−κ(t − s)}X(ds)

(the one-sided Lévy driver X is taken now to be defined on the entire real
line). That is, � is a Moving-Average of the Lévy driver X, with an expo-
nential convolution kernel.

In general, we can consider Moving-Average rate processes � =
(�(t))−∞<t<∞ of the form:

�(t)=
∫ t

−∞
f (t − s)X(ds), (59)

where f (t) (t�0) is an arbitrary non-negative impulse-response function,
and where X= (X(t))−∞<t<∞ is a one-sided Lévy motion (defined on the
real line) with Lévy characteristic φ(ω) (ω�0).

Let us denote by F(t) (t�0) the primitive of the impulse-response
function. Namely; F(t)=∫ t

0 f (u)du. With this notation at hand, we obtain
that (t�0):

∫ t

0
�(u)du=

∫ 0

−∞
(F (t −u)−F(−u))X(du)+

∫ t

0
F(t −u)X(du), (60)

which, in turn, implies that (t, θ�0):

H(t; θ)=
∫ ∞

0
φ (θ (F (u+ t)−F(u))) du+

∫ t

0
φ (θF (u)) du. (61)
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Closing the Circle: Back to Subordination
Equation (60) enables us to ‘close the circle’ initiated in Section 2. Let

us first introduce the process XF = (XF (t))t�0 defined by

XF (t)=
∫ ∞

−∞
(F (t −u)−F(−u))X(du) , (62)

where we set F(t)≡0 for t�0. Since XF (t)=∫ t

0 Λ(u)du we obtain the fol-
lowing representation of the pulsation process Y :

Y (t)=N(XF (t)). (63)

That is, the pulsation process Y = (Y (t))t�0 is given by the subordination of
the Poisson process N to the process XF .

The subordinating process XF , defined in Eq. (62), is a linear trans-
formation X �→ XF of the driving Lévy motion X. This transformation
preserves the input’s stationary-increments property, but does not preserve
the independent-increments property: the increments of the output process
XF are stationary, but need not be independent.

Equations (62) and (63) can be henceforth used as our ‘starting point’
(rather than the original Moving-Average representation (59)). We need, of
course, to require the admissability of F(·): (i) it should be non-negative
valued and non-decreasing; and, (ii) the right-hand-side of Eq. (61) should
be finite for all t, θ�0.

If, for example, we take F(t) ≡ 1 then XF ≡ X and we hence return
to the Lévy subordination case studied in Section 2. On the other hand,
if we take F(t)=κ−1(1 − exp{−κt}) then we obtain the case of Ornstein–
Uhlenbeck excitation presented in Section 5.

Last, we note that the structure of XF – a stochastic integral process
with respect to an underlying driving Lévy motion X – is analogous to
structure of fractional Brownian motion and fractional Lévy motion (see, for
example, ref. 32).

6.1. Finite-Mean Drivers

In this section, we consider the case of finite-mean Lévy drivers. That
is, the case of a Lévy driver X satisfying

E [X(1)]=φ′(0)=µ<∞.

In this case, a necessary and sufficient condition for the convergence of
the integral on right-hand-side of Eq. (61) is

∫ ∞
0 (F (u+ t)−F(u)) du<∞
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which, in turn, holds if and only if F(∞) := limu→∞ F(u)<∞. Hence, the
admissibility condition for the well-posedness of the subordinating process
XF is that F(·) is non-negative valued, non-decreasing, and bounded. In
other words, F(·) should be – up to a multiplicative constant – a cumula-
tive distribution function of a probability distribution on the non-negative
half-line.

Using the general results of Section 4.1 we obtain that:

• The distribution of the time-to-pulsation is P (τ > t) =
exp {−H(t;1)}. The function H(t;1) – which is monotone increasing
– has the following asymptotes at the origin and at infinity:

H(t;1)∼



a0 · t as t →0,

a∞ · t +b∞ as t →∞,

(64)

where a0 = φ(F (0)) + µ(F(∞) − F(0)); a∞ = φ(F (∞)); and where b∞ =∫ ∞
0 (φ(F (u))+φ(F (∞)−F(u))−φ(F (∞))) du.

• The inter-pulsation periods are well-defined if and only if
(∂H/∂t)(0;1)<∞ – which is indeed satisfied since:

∂H
∂t

(0;1)=φ(F (0))+µ(F(∞)−F(0))<∞.

• The PGF of the pulsation multiplicity is given by:

E[zM ]=1−
∂H
∂t

(0;1− z)

∂H
∂t

(0;1)
= φ(F (0))−φ(F (0)(1− z))+µ(F(∞)−F(0))z

φ(F (0))+µ(F(∞)−F(0))
.

(65)

Furthermore, the process Y emits single pulses if and only if E[zM ]=z

– which holds, due to Eq. (65), if and only if F(0)=0.

6.2. Heavy-Tailed Drivers

In this section, we consider the case of heavy-tailed Lévy drivers. That
is, the case of a Lévy driver X satisfying

P (X(1)>x) ∼
x→∞

1
�(1−α)

l(x)

xα
,
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where 0 < α < 1 is the ‘tail order’ and where l(·) is a slowly varying
function at infinity.(33) Put equivalently3, we consider the case where the
driver’s Lévy characteristic satisfies

φ(ω) ∼
ω→0

ωαl(1/ω). (66)

We introduce the notation

Fα(t)=
∫ ∞

0
(F (u+ t)−F(u))α du+

∫ t

0
F(u)αdu. (67)

The finiteness of Fα(t) is a necessary and sufficient condition for the well-
posedness of the subordinating process XF . Note that the function Fα(t)

equals the function H(t;1) – the logarithm of the distribution of the time-
to-pulsation – in the case where the Lévy driver X is α-selfsimilar: φ(ω)=
ωα.

Using the general results of Section 4.1 we obtain that:

• The increments of the pulsation process Y are heavy tailed:

P (Y (t)>y) ∼
y→∞

Fα(t)

�(1−α)
· l(1/y)

yα
. (68)

The proof of Eq. (68) is given in the appendix (see section A.5).

• The short-time behavior of the time-to-pulsation is anomalous:

P (τ�t)=1− exp {−H(t;1)} ∼
t→0

cα ·φ(t),

where cα = ∫ ∞
0 f (u)αdu. This behavior is different from the linear short-

time behavior of the time-to-pulsation in the case of finite-mean Lévy
drivers: P (τ�t) ∼ µt as t → 0. However, the asymptotic behavior of the
function H(t;1) at infinity is the same as in the finite-mean case (see
Eq. (64)).

• The inter-pulsation periods are well-defined if and only if
(∂H/∂t)(0;1)<∞ - which is never satisfied since:

∂H
∂t

(0;1)= lim
t→0

F ′
α(t)=∞.

3Using Karamata’s Tauberian theorem for random variables (see, for example, corollary 8.1.7
in ref 33).
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• The PGF of the pulsation multiplicity is given by:

E[zM ]=1− lim
δ→0

H(δ;1− z)

H(δ;1)
=1− (1− z)α

(to see this, note that for all θ > 0 we have H(t; θ) ∼ cαθα · φ(t) as t →
0). As discussed in Section 4.4, the distribution of the pulsation multi-
plicity is universal – it depends neither on the fine structure of the Lévy
driver (determined by the slowly varying function l(·)), nor on the averag-
ing structure (determined by the function F(·)). Rather, it depends solely
on the order 0<α <1 of the Lévy driver’s tails.

6.3. Auto-Correlation

In this subsection, we consider the case of Lévy drivers with finite
variance. That is, the case of a Lévy driver X satisfying

Var(X(1))=−φ′′(0)=σ 2 <∞ ,

and study the inter-dependence of the pulsation process Y . Recall our defi-
nition for the auto-correlation function of Y (T ��):

ρ�(T ) :=Cov (Y (T +�)−Y (T ), Y (�)) .

Using the subordination representation (63) we obtain that

ρ�(T )=σ 2
∫ ∞

0
[F(u+T )−F(u+T −�)] [F(u)−F(u−�)]du . (69)

The proof of Eq. (69) is given in the appendix (see section A.5).
If the impulse-response function satisfies limT →∞ f (T + δ)/f (T ) =

1 (the convergence holding uniformly on compact sets), then the auto-
correlation function ρ�(·) ‘inherits’ the asymptotic behavior of f (·):

ρ�(T ) ∼
T →∞

�2σ 2(F (∞)−F(0)) ·f (T ) .

Last, we note that taking the interval length � to zero and normal-
izing appropriately, Eq. (69) yields

lim
�→0

ρ�(T )

�2
=σ 2

∫ ∞

0
f (u+T )f (u)du . (70)
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The right hand side of Eq. (70) is the auto-covariance function C(T ) of
the Moving-Average rate process � given in Eq. (59). Hence, Eq. (70) is
in agreement with the general result (28) obtained in Section 3.2.

Example: Ornstein–Uhlenbeck Rates
As mentioned above, in the Ornstein–Uhlenbeck case the impulse-response
function is f (t) = exp{−κt}, and hence F(t) = κ−1(1 − exp{−κt}) and
C(T )= (σ 2/2κ) exp{−κ|T |} (the auto-covariance C(T ) is straightforwardly
deduced from the Moving-Average representation (59)). Now, calculating
the right-hand-side of either Eq. (69) or Eq. (24) yields the following
explicit formula for the auto-correlation function:

ρ�(T )= σ 2

κ3 (cosh(κ�)−1) · exp{−κT } .

7. CONCLUSIONS

The Poisson Process and Brownian motion are the best-known exam-
ples of the family of Lévy processes. These two examples are, in essence,
‘orthogonal’. The Poisson process is discrete in nature, and serves as the
predominant ‘model-of-choice’ to describe random pulsations. Brownian
motion, on the other hand, is continuous in nature, and serves as the
predominant ‘model-of-choice’ to describe diffusive propagation. However,
both examples share the fundamental ‘Lévy property’ – their increments
are stationary and independent.

It is well known that anomalous diffusion is attainable from regular
(Brownian) diffusion via temporal subordination. Specifically, subjecting
Brownian motion to a random time flow can yield both sub-diffusive and
super-diffusive behaviors. Thus, anomalous diffusive motion is obtained
not by distorting or changing the underlying transport mechanism, but by
temporal subordination to a ‘randomized operational time’ (as referred to
by Feller(23)).

Motivated by the following facts:

• the fundamental ‘Lévy property’ shared by both the Poisson pro-
cess and Brownian motion,

• the ability to derive anomalous diffusion out of regular diffusion
via temporal subordination, and,

• the blinking phenomena observed in a wide range of physical sys-
tems;
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we ponder: could Poissonian-based anomalous pulsation models –
analogous and counterpart to the Brownian-based anomalous diffusion
models – be successfully constructed? And, if yes, what type of behav-
iors would such anomalous pulsation models display? This manuscript is
devoted to the exploration of these questions. To do so, we considered a
standard Poisson process ‘stimulated’ by a random stationary rate (rather
than by a constant deterministic rate).

Based on the analogy to anomalous diffusion, we began with the
study of the case where the random stationary rate process is a one-sided
Lévy noise (i.e., the derivative one-sided Lévy motion). This gave rise to
the phenomena of multiple pulsations: the resulting pulsation process no
longer fires ‘semi-automatically’ – one pulse at a time; rather, it fires ‘auto-
matically’ – in bursts of random size. We termed the random burst-size
“pulsation multiplicity”, and studied its distribution and its dependence on
the driving Lévy noise.

We then turned to study the general case of pulsation processes stim-
ulated by arbitrary random stationary rate processes. First, we reviewed
the standard approach of analyzing the first and second order statistics
and correlations: mean; variance; auto-covariance; and, power-spectrum.
Second, we studied the emission structure of the pulsation process, ana-
lyzing the following emission statistics:

• Cumulative Pulsation – the cumulative number of pulsations emit-
ted during a time interval of a given length;

• Time-to-Pulsation – the time an external observer, having started
his watch at given time epoch, will have to wait till encountering a pul-
sation event;

• Inter-Pulsation Period – the time elapsing between consecutive pul-
sation events; and,

• Pulsation Multiplicity – the number of pulsations emitted during a
single pulsation event.

The analysis conducted pointed out a sharp and dramatic distinction
between the cases of pulsation processes stimulated by finite-mean and
infinite-mean stationary rates. In the first case – finite-mean rates – the
resulting pulsation process is regular and has an emission structure topo-
logically equivalent to the standard Poissonian one: pulsation events are
temporally spaced, and emission are always single. In the case of infinite-
mean rates, however, the situation is truly anomalous: (i) the local rates
of pulsation are non-linear; (ii) pulsation epochs cluster and the notion
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of inter-pulsation periods is indeterminate; and, (iii) emissions are fired in
bursts.

We concluded with employing the general theory developed to the
case of pulsation processes stimulated by Lévy-driven Moving-Average
rates. This class of stationary rate processes turns out to be a ‘mother
model’ to many specific rates including: the Lévy-noise example we began
with; Lévy-driven Ornstein–Uhlenbeck rates; and, ‘fractional-rates’ whose
underlying structure and memory is identical to that of fractional Brown-
ian and Lévy motions.

APPENDIX A

A.1. A Useful Lemma

Lemma 1. Let R be an integer-valued random variable with PGF
G(z) (|z|�1). Then, the conditional PGF of R, conditioned on the event
{R >0}, is given by:

E[zR|R >0]= G(z)−G(0)

1−G(0)
.

Proof. Let I0 denote the indicator of the event {R =0} (hence 1− I0
is the indicator of the event {R >0}). Then:

E[zR|R >0]= E[zR(1− I0)]
E[(1− I0)]

. (A1)

However,

E[zR(1− I0)]=E[zR]−E[zRI0]

=E[zR]−P (R =0)=G(z)−G(0) ,
(A2)

and

E[(1− I0)]=1−P (R =0)=1−G(0) . (A3)

Substituting Eqs. (A2) and (A3) back into Eq. (A1) completes the
proof.
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A.2. Proofs: Section 3

Equations (20)–(22): Mean, Variance, and Covariance

Proof. Given the sample path of the rate process �, the random
variables Y (I) and Y (J ) are Poisson-distributed, with parameters

∫
I
�(t)dt

and
∫
J

�(s)ds, respectively. Moreover, their conditional covariance (given
�) equals the conditional variance (given �) of the ‘intersection cumula-
tive pulsation’ Y (I ∩ J ). Since both the mean and variance of a Poisson-
distributed random variable are equal to its parameter, we obtain that:

E [Y (I)|�]=
∫

I

�(t)dt; E [Y (J )|�]=
∫

J

�(s)ds

and,

Cov (Y (I ), Y (J )|�)=Var (Y (I ∩J )|�)=
∫

I∩J

�(t)dt.

Hence, using conditioning, we have:

E [Y (I)] =E [E [Y (I)|�]]

=E
[∫

I
�(t)dt

]= ∫
I

E [�(t)]dt =λ|I |

proving Eq. (20); and,

Cov (Y (I ), Y (J ))

=E [Cov (Y (I ), Y (J )|�)]+Cov (E [Y (I)|�] ,E [Y (J )|�])

=E
[∫

I∩J
�(t)dt

]+Cov
(∫

I
�(t)dt,

∫
J

�(s)ds
)

= ∫
I∩J

E [�(t)]dt + ∫
I

∫
J

Cov (�(t),�(s)) dt ds

=λ|I ∩J |+ ∫
I

∫
J

C(t − s)dt ds

proving Eq. (22).
Last, Eq. (21) follows immediately from Eq. (22) by taking J = I .
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Equation (30): Spectral Density

Proof. Using Eq. (24) for the auto-correlation function ρ�(·) and
the spectral representation (29) of the auto-covariance function C(·), we
have

ρ�(T )= ∫ T +�

T

∫ �

0 C(t − s)dt ds

= ∫ T +�

T

∫ �

0

(∫ ∞
−∞ exp{iω(t − s)}S(ω)dω

)
dt ds

= ∫ ∞
−∞

(∫ T +�

T
exp{iωt}dt

)(∫ �

0 exp{−iωs}ds
)

S(ω)dω

= ∫ ∞
−∞

(
1−exp{iω�}

−iω
exp{iωT }

)(
1−exp{−iω�}

iω

)
S(ω)dω

= ∫ ∞
−∞ exp{iωT }

(
2 1−cos(�ω)

ω2 S(ω)
)

dω .

This, in turn, implies that 2ω−2(1−cos(�ω))S(ω) is the spectral density of
the auto-correlation function ρ�(·).

A.3. Proofs: Section 4

Equation (37): The PGF of the Cumulative Pulsation

Proof. Using conditioning, the stationarity of the underlying rate
process �, and the definition of the function H(t; θ) (given in Eq. (36)),
we have:

E[zY(s+t)−Y (s)]=E
[

E
[
z
N

(∫ s+t
0 �(u)du

)
−N(

∫ s
0 �(u)du)|�

]]

=E
[
exp

{
−(1− z)

∫ s+t

s
�(u)du

}]
=E

[
exp

{
−(1− z)

∫ t

0 �(u)du
}]

= exp {−H(t;1− z)} .

Equation (41): The Inter-Pulsation Period

Proof. Using the distribution of the time-to-pulsation (Eq. (40)), we
have

P (τ (s + δ)> t)−P (τ (s)> t + δ)

1−P (τ (s)>δ)
= exp {−H(t;1)}− exp {−H(t + δ;1)}

1− exp {−H(δ;1)}
= exp {−H(t;1)} 1− exp {− (H(t + δ;1)−H(t;1))}

1− exp {−H(δ;1)} . (A4)
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On the other hand, using L’Hospital’s rule we obtain that

lim
δ→0

1− exp {− (H(t + δ;1)−H(t;1))}
1− exp {−H(δ;1)} = lim

δ→0

H(t + δ;1)−H(t;1)

H(δ;1)

= lim
δ→0

(H(t + δ;1)−H(t;1)) /δ

(H(δ;1)−H(0;1)) /δ
=

(
∂H
∂t

(t;1)

)
/

(
∂H
∂t

(0;1)

)
. (A5)

Substituting Eq. (A4) into the right-hand-side of Eq. (34) (the distribution
of the inter-pulsation period) and using the limit (A5) yields:

P
(
τip >t

)= exp {−H(t;1)}
∂H
∂t

(t;1)

∂H
∂t

(0;1)
.

Equation (42): The Pulsation Multiplicity

Proof. Using the PGF of the cumulative pulsation (given in Eq. (37))
and the distribution function of the time-to-pulsation (given in Eq. (40)),
we have

E[zY(s+δ)−Y (s)]−P (τ (s)>δ)

1−P (τ (s)>δ)
= exp {−H(δ;1− z)}− exp {−H(δ;1)}

1− exp {−H(δ;1)}
= 1− 1− exp {−H(δ;1− z)}

1− exp {−H(δ;1)} . (A6)

Substituting (A6) into the right-hand-side of Eq. uation (35) (the PGF of
the pulsation multiplicity) and using L’Hospital’s rule yields

E[zM ]=1− lim
δ→0

H(δ;1− z)

H(δ;1)
.

To conclude the proof, note that:

lim
δ→0

H(δ;1− z)

H(δ;1)
= lim

δ→0

(H(δ;1− z)−H(0;1− z)) /δ

(H(δ;1)−H(0;1)) /δ
=

∂H
∂t

(0;1− z)

∂H
∂t

(0;1)
.

Equations (53) and (54): Heavy-Tailed Rates

Proof. We shall make use of Karamata’s Tauberian theorem (see, for
example, corollary 8.1.7 in ref. 33) which asserts that �(t) is heavy-tailed
of order α (recall Eq. (51)) if and only if:

1−E [exp{−ω�(t)}] ∼
ω→0

ωαl(1/ω) . (A7)
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Time-to-Pulsation
Using Eqs. (40) (the distribution of the time-to-pulsation), (36) (the defi-
nition of the function H(t; θ)), (52) (the regularity assumption), and (A7),
we obtain that the short-time behavior of the time-to-pulsation is given by:

P (τ�t)=1− exp {−H(t;1)}

=1−E
[
exp

{
− ∫ t

0 �(u)du
}]

∼
t→0

1−E [exp{−�(0)t}] ∼
t→0

tαl(1/t) .

Pulsation Multiplicity
From the proof of Eq. (42) (regarding the pulsation multiplicity) we have:

E[zM ]=1− lim
δ→0

1− exp {−H(δ;1− z)}
1− exp {−H(δ;1)} .

Now, using Eqs. (36) (the definition of the function H(t; θ)), (52) (the reg-
ularity assumption), and (A7), we obtain that:

1− exp {−H(δ;1− z)}
1− exp {−H(δ;1)} =

1−E
[
exp

{
−(1− z)

∫ δ

0 �(u)du
}]

1−E
[
exp

{
− ∫ δ

0 �(u)du
}]

∼
δ→0

1−E [exp{−(1− z)�(0)δ}]
1−E [exp{−�(0)δ}] ∼

δ→0

(1− z)αδαl
(

1
(1−z)δ

)

δαl
(

1
δ

)

= (1− z)α
l
(

1
(1−z)δ

)

l
(

1
δ

) .

Finally, since the function l(·) is slowly varying at infinity we have

lim
δ→0

l
(

1
(1−z)δ

)

l
(

1
δ

) =1 ,

which, in turn, implies that

E[zM ]=1− (1− z)α .
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A.4. Proofs: Section 5

Equation (58): Ornstein–Uhlenbeck Rates

Proof. First, using the explicit solution of the Ornstein–Uhlenbeck
dynamics (Eq. (56)), we have:

∫ t

0
�(u)du =

∫ t

0

(
exp{−κu}�(0)+

∫ u

0
exp{−κ(u− s)}X(ds)

)
du

=
(∫ t

0
exp{−κu}du

)
�(0)+

∫ t

0

(∫ t

s

exp{−κ(u− s)}du

)
X(ds)

= K(t)�(0)+
∫ t

0
K(t − s)X(ds) , (A8)

where K(t)=κ−1(1− exp{−κt}), t�0.
Hence, using equation (A8), the independence of the initial value

�(0) and the Lévy driver X, and the Laplace transform of the equilibrium
distribution of the Ornstein–Uhlenbeck rate process (Eq. (57)), we obtain
that:

E
[
exp

{
−θ

∫ t

0 �(u)du
}]

=E
[
exp

{−θK(t)�(0)
}]

E
[
exp

{
− ∫ t

0 θK(t − s)X(ds)
}]

= exp
{
− 1

κ

∫ θK(t)

0
φ(u)

u
du

}
exp

{
− ∫ t

0 φ (θK(t − s)) ds
}

= exp
{
− 1

κ

∫ θK(t)

0
φ(u)

u
du

}
exp

{
− ∫ t

0 φ (θK(u)) du
}

= exp
{
− ∫ t

0

(
φ(θK(u))

θK(u)
K ′(u)

κ
+φ (θK(u))

)
du

}
.

To conclude the proof, note that:

φ(θK(u))

θK(u)

K ′(u)

κ
+φ (θK(u))= φ

(
θ
κ
(1− exp{−κu}))

1− exp{−κu} .
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A.5. Proofs: Section 6

Equation (68): Probability Tails of the Cumulative Pulsation

Proof. First, note that for all t >0 we have

H(t; θ) ∼
θ→0

Fα(t) ·φ(θ) , (A9)

where Fα(t) is defined in equation (67).
Now, using the PGF of the cumulative pulsation (Eq. (37)), the

asymptotic behavior of the Lévy characteristic φ(·) at the origin (Eq. (66)),
and Eq. (A9), we have:

1−E [exp {−ωY(t)}]=1− exp {−H(t;1− exp{−ω})}

∼
ω→0

H(t;1− exp{−ω}) ∼
ω→0

Fα(t) ·φ(1− exp{−ω})

∼
ω→0

ωα ·
(
Fα(t) · l

(
1

1−exp{−ω}
))

.

This, in turn (using Karamata’s Tauberian theorem), implies that:

P (Y (t)>y) ∼
y→∞

Fα(t)

�(1−α)

l
(

1
1−exp{−1/y}

)
yα

.

To conclude the proof, note that since l(·) is a slowly varying function at
infinity we have

l
(

1
1−exp{−1/y}

)
∼

y→∞ l(1/y) .

Equation (69): Auto-Correlation

Proof. For all b > a > 0 we have (σ 2 denotes the variance of the
Lévy driver X):

Cov (XF (b),XF (a))

=Cov
(∫ ∞

−∞
(F (b−u)−F(−u))X(du),

∫ ∞

−∞
(F (a −v)−F(−v))X(dv)

)

=σ 2
∫ ∞

−∞
[F(b−u)−F(−u)] [F(a −u)−F(−u)]du

=σ 2
∫ ∞

−∞
[F(u+b)−F(u)] [F(u+a)−F(u)]du. (A10)
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On the other hand, using conditioning, we obtain that:

Cov (Y (T +�)−Y (T ), Y (�))

=Cov (N(XF (T +�))−N(XF (T )),N(XF (�)))

=E [Cov (N(XF (T +�))−N(XF (T )),N(XF (�))|XF )]

+Cov (E [N(XF (T +�))−N(XF (T ))|XF ] ,E [N(XF (�))|XF ])

=0+Cov (XF (T +�)−XF (T ),XF (�))

=Cov (XF (T +�),XF (�))−Cov (XF (T ),XF (�)) . (A11)

Hence, combining Eqs. (A10) and (A11) together, yields:

ρ�(T ) :=Cov (Y (T +�)−Y (T ), Y (�))

=σ 2
∫ ∞
−∞ [F(u+T +�)−F(u+T )] [F(u+�)−F(u)]du

=σ 2
∫ ∞

0 [F(u+T )−F(u+T −�)] [F(u)−F(u−�)]du.
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2001).

15. J. P. Bouchaud and A. Georges, Phys. Rep. 195: 12 (1990).
16. M. F. Shlesinger, G. M. Zaslavsky, and J. Klafter, Nature 363:31 (1993).
17. M. F. Shlesinger, G. M. Zaslavsky, and U. Frisch eds., Lévy Flights and Related Topics
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